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CHAPTER ONE

State of Application problems of Neural Network FOR Signature Recognition
1.1. Overview

This chapter presents the state of application problems and the methodologies used in Pattern Recognition. The application problems of neural networks for pattern recognition particularly for Signature Recognition are analyzed. The statements of the problems for signature recognition have been described in detail.
1.2 Pattern Recognition 

Pattern recognition is the study of how machines can observe the environment, learn to distinguish patterns of interest from their background, and make sound and reasonable decisions abut the categories of the patterns. 

The signature recognition may be done on a cluttered background, on crumpled paper or may even be partially occluded. We take this ability for granted until we face the task of teaching a machine how to do the same.

Automatic (machine) recognition, description, classification, and grouping of patterns are important problems in a variety of engineering and scientific disciplines such as biology, psychology, medicine, marketing, computer vision, artificial intelligence, and remote sensing. There are different kinds of patterns. A pattern could be a fingerprint image, a signature image, a human face, speech signal, or a handwritten word. Given a pattern, its recognition classification may consist of one of the following two tasks:

1. Supervised classification (e.g., discriminate analysis) in which the input pattern is identified as a member of a predefined class.

2. Unsupervised classification (e.g., clustering) in which the pattern is assigned to a hitherto unknown class.

1.3 Pattern recognition by Human 

The best pattern recognizers in the most instances are humans, yet we do not understand how humans recognize patters, where artificial intelligence came, since computers can surely be taught to recognize patterns. Indeed, successful computer programs that help banks score credit applicants, help doctors diagnose disease and help pilots land airplanes depend in some way on pattern recognition.

Human vision involves the analysis of image sequences with the purpose of recognizing objects, calculating the shape and physical properties of surfaces, determining position and motion relationships of rigid and deformable bodies in a scene. The following are the four stages in pattern recognition by human beings:
· Early vision: this is the first stage of visual processing. Early visual processes compute elementary properties of images such as brightness texture, color motion flow, and stereo disparity. The gradient of these quantities is then used to segment the image into its component regions.

· Autonomous navigation: from sequences of images the human brain autonomously calculates motion parameters and scene structure.

· Shape recognition: the brain also calculates the 3D shape of objects from 2D images using a number of visual cues: stereoscopy, texture, motion parallax, shading, boundaries.

· Visual pattern recognition: the human visual system can detect and recognize complex visual patterns with a minimal amount of training. It is believed that trained information is stored in the synapse of the brain’s neuron

1.4 Pattern Recognition by Machines  

Machines recognize pattern quite differently form human beings. To a machine, a pattern in the form of an image is just an unrelated collection of pixels (picture elements). The machine has no understanding of the image. It can store the image as the collection of pixels, or the image can be subjected to a transformation function whose output would be stored instead. Recognition would be based on comparison and retrieval from stored data in a knowledge database.
1.5 The Review on Methodologies Used in Pattern Recognition

There are number of methodologies for recognition of patterns. These are; 
1.5.1 Linear Discriminant 
Linear Discriminant Analysis which also arises in statistics and in pattern recognition is based on linear combination of the feature vectors (so we assume that the feature space 
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).  These methods provide the templates for generalization to flexible non-linear methods discussed in the next two chapters as well as being of interest in their own right.

It can identify three distinct ways in which the idea of approximating a function f from 
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 can be used to produce a classifier, although all have variation on their themes.
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      The Bayes rule amounts to choosing the nearest target to
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 to make the predictions for the training set as close as possible to the targets.

2- Dietterich & Bakiri consider coding the class targets 
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 to the prediction f(x) for a new example. The actual coding is done using error-correcting codes, and the distance is L1.

      This approach can be view as training a classifier for m pseudo-classes, and then mapping the distribution over pseudo-classes to the k real classes.
3- We have seen that the Bayes rule maximizes log p (k|x), and the multiple logistic models are a linear model for these log posterior probabilities. Variants which are less principled but commonly used are separate logistic models of each class versus the rest or versus a reference class. There is a training set of n observations (or example) of a p-variate pattern and these observations are classified into g groups. Note that the groups need not coincide with the classes, and in the less flexible methods of this section it may be desirable to split some of the classes. For example, in symbol recognition we might divide the class for sevens into crossed and uncrossed sevens. If the classifier chooses the best group and then assign to its class it would be using a cost structure which penalizes the wrong choice of group rather than class. The cost structure based on groups corresponds to adding posterior probabilities over groups to form the posterior probability for the class, then choosing the class with the largest posterior probability.

    Let X denote the n x p matrix of examples, and G the n x g matrix of indicator functions for the groups (i.e. gij = 1 if and only if observation I belongs to group j). Note that GtG = diag(ni), where ni is the number of observations for groups i. a typical example will be denoted by x and is a row vector where necessary (as it is a row of X), and T denotes the transpose of vector or matrix.

1.5.2 Flexible Discriminants 
Linear combinations of the features will not always suffice to discriminate the groups. It is quite common to include ratios by including features on log scale.

It can be also allow non-linear functions of the features by including polynomial terms or dividing the range of the feature and including indicator terms for parts of the rang more sophisticated alternative is to expand a feature on a spline basis such as B-splines.

These all amount to linear discrimination in a larger space of features, sometimes called generalized linear discrimination.

It continues to assume n cases from g groups, which may or may not be the classes. It is the main ways to use a family of the functions f: 
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 to approximate the Bayes rule. All these ideas apply equally here, but it will consider much more general and flexible classes of functions.

The first approach was to estimate f(x) from the training set within our parametric family, and choose the class which maximizes 
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 or has nearest target tk. as f(x) is a raegression, it is natural to fit 
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 by least squares. Since in the conventional version f represents (p (k | x)), the outputs are sometimes re-normalized to sum to one. 

The second approach was to fit f(x) within the parametric family, but then to use the predicted values as the variables in a linear discriminant analysis. This amount of finding the nearest group mean in the Mahalanobis distance given by the within-group covariance matrix of the fitted values (or, equivalently, of the residuals). Note that this differs from the first approach in using a different metric and in minimizing distance to the group means rather than the targets. This formula 
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does allow us to consider distances to the targets provided the group sizes are equal, but the metric there is not the Mahalanobis distance. Thus the essential difference is the metric used.

The second procedure appears preferable to the first if the predicted values are approximately normal with a common covariance matrix. 

However, in practice the fit is often very good except at a few points which therefore dominate the residuals and the estimate of the common covariance matrix. This suggests that it is desirable to use a robust discriminant analysis, and it may be better to accept the safe choice of the Euclidean metric.  
The third approach is to use the parametric family within a multiple logistic model of this formula
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, which is often the most theoretically satisfying but needs the ability to fit by maximum likelihood rather than least squares. 

From the predictive viewpoint, these methods are all (in principle) parametric, and so it need to average over the uncertainty in the fitted parameters. Since there will usually be many more parameters than for linear families, it will be more important to average over the greater uncertainty. 

In practice this can be high impossible, as in the high-dimensional parameter space the integration is more difficult ant it is unlikely that the asymptotic which suggest a normal approximation will be appropriate unless n is much larger than the number of parameters. We are only aware of such issues having been studied for neural networks.

1.5.3 Non- parametric Methods

It’s usually estimate the 
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from the proportions in the training set, and also considered parametric models for 
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 such as the multivariate normal distribution. 

The methods of this section are illustrated on small problems. It can be applied to larger problems in many dimensions (and nearest neighbour methods are often very successful).

Nearest neighbour methods are within the diagnostic paradigm; other methods which work within the sampling paradigm and aim to model the class- conditional densities in many dimensions need a very large training set to be successful.

1.5.4 Tree-structured Classifiers 

The use of tree-based methods for classification is relatively unfamiliar in both statistics and pattern recognition, yet they are widely used in some applications and medical diagnosis as being extremely easy to comprehend.

The terminology of trees is graphics, although conventionally trees. The root is the top node, and examples are passed down the tree, with decisions being made at each node until a terminal node or leaf is reached.

Each non-terminal node contains a question on which a split based. Each left contains the label of a classification. A subtree of T is a tree with root is the root of T.

A classification tree partitions the space 
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 of possible observations into sub-region corresponding to the levels, since each example will be classified by the label of the left it reaches. Thus decision trees can be seen as a hierarchical way to describe of
[image: image24.wmf]c

. It could give the botanist a description of each species and ask for the description which matches the current specimen. Even in small domains this can be too difficult and a decision tree provides a structured description of the knowledge base. Often the same information can be structured in other ways. Many botanical trees amount to set of rules describing one class, so each class is eliminated in turn. Another research area in machine learning has been to induce sets of rules from a training set, either directly or via an induced tree.

The idea of tree induction is to construct a decision tree from a set of examples, which is how humans construct trees. It is used to do so by growing the tree that is by successively splitting leaves. Tree construction is easiest when there is an exact partition of
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 that is one which classifies every example correctly. The alternative, in which the distributions of observations from classes overlap, is often called a noisy classification problem. For the exact case, it needs to continue to grow the tree until every example is classified correctly. In a noisy problem to do so would over-fit the examples at hand and the two possible strategies are to stop growing the tree early, or to prune the tree after constructing closely analogous to forwards and backwards 

The main differences between algorithms for tree construction are the pruning strategy used and the exact rule for splitting nodes. Many algorithms only allow binary splits that are to divide a node into two; a few allow multi-way splits. Note that these are just algorithms; there are only very simple models and no deep theorems in this filed. 

1.6 State of Application Problems of Neural Network in Signature Recognition

In recent years neural network is widely used for pattern recognition. The neural network system have properties as parallel processing, non linear mapping. Such properties allow constructing efficient NN based recognition systems. 

The recognition system considered [4] is based on global, grid and texture features. For each one of these features sets a special two stage Perceptron OCON (one-class one-network) classification structure has been implemented. In the first stage, the classifier combines the decision results of the neural networks and the Euclidean distance obtained using the three feature sets. The results of the first stage classifier feed a second-stage radial base function (RBF) neural network structure, which makes the final decision. The entire system was extensively tested and yielded high recognition and verification rates. 
In [5], an algorithm is developed to convert sample signatures to a template by considering their spatial and time domain characteristics, and by extracting features in terms of individual strokes. Individual strokes are identified by finding the points where there is a 1) decrease in pen tip pressure, 2) decrease in pen velocity, and 3) rapid change in pen angle. A significant stroke is discriminated by the maximum correlation with respect to the reference signatures. Between each pair of signatures, the local correlation comparisons are computed between portions of pressure and velocity signals using segment alignment by elastic matching. Experimental results were obtained for signatures from 10 volunteers over a four-month period. The result shows that stroke based features contain robust dynamic information, and offer greater accuracy for dynamic signature verification, in comparison to results without using stroke features. 
The proposed system is based on global, grid, ink distribution and texture features. The Boosting algorithm is applied to train and integrate multiple classifiers, and the distance-based classifier used as the base classifier corresponding to each feature set. Adaptive threshold is associated with individuality. Experimental results show the system is insensitive to the order of base-classifiers and gets a high verification ratio [6].

In [7], neural ‘gas’ model is trained to establish a reference set for each registered person with handwritten signature samples. Then a test sample is compared with all the prototypes in the reference set and the system outputs the label of the writer of the word. Several difSerent feature extraction methods are compared and good results have been obtained by the VQ technique.
The Hough transform is used to extract the parameterized Hough space from signature skeleton as unique characteristics feature of signatures. In the experiment, the Back Propagation Neural Network is used as a tool to evaluate the performance of the proposed method. The system has been tested with 70 test signatures from different persons [8]. 
The methods of verification include either online (or dynamic) and off-line (static) signature verification algorithms. The dynamic methods covered, are based on the analysis of the shape, speed, stroke, pen pressure and timing information. While the static methods involve general shape recognition techniques this gives a brief historical overview of the existing methods and presents some of the recent research in the field [9].
The ART-2 neural network model for signature verification is described in [10]. The biometric data of all signatures were acquired by a special digital data acquisition pen and fast wavelet transformation was used for feature extraction. The part of authentic signature data was used for training the ART verifier. The architecture of the verifier and achieved results are discussed here and ideas for future research are also suggested [10].
In [11], a recognition method based on handwriting acceleration, line crossing point’s segmentation, macrostructures (isolated traces), and chain coding and time-frequency analysis. The acceleration information is integrated twice to get a visual representation of the signature. Further processing generates coefficients and images whose characteristics can be used as a representation. These coefficients, along with dynamic information, are applied as inputs to a 3-layered neural network, to train it. The output patterns are selected to be a binary number that represents an identification index for the signer.
The proposed system segments each signature based on its perceptually important points and then computes for each segment a number of features that are scale and displacement invariant. The resulted sequence is then used for training an HMM to achieve signature verification [12].
In [13], signature patterns of both normal and intrusive activities in the training data and to classify the activities in the testing data as normal or intrusive based on the learned signature patterns of normal and intrusive activities. CCA-S differs from many existing data mining techniques in its ability in scalable, incremental learning. We tested CCA-S and two popular decision tree algorithms, and obtained their performance for an intrusion detection problem. CCA-S produced better intrusion detection performance than these popular decision tree algorithms.
HMM is a well-known technique used by other biometric features, for instance, in speaker recognition and dynamic or on-line signature verification. The goal here is to extend Left-to-Right (LR)-HMM to the field of static or off-line signature processing using results provided by image connectivity analysis. The chain encoding of perimeter points for each blob obtained by this analysis is an ordered set of points in the space, clockwise around the perimeter of the blob. It discuss two different ways of generating the models depending on the way the blobs obtained from the connectivity analysis are ordered. In the first proposed method, blobs are ordered according to their perimeter length. In the second proposal, blobs are ordered in their natural reading order, i.e. from the top to the bottom and left to right. Finally, two LR-HMM models are trained using the parameters obtained by the mentioned techniques. Verification results of the two techniques are compared and some improvements are proposed [14].
In [15], the Radio Plasma Image plasmagrams, similar in their concept to the ground-based and topside ionograms, contain not only a variety of signatures pertaining to the remote plasma structures and boundaries, but also a suite of the local plasma resonances stimulated by the RPI radio transmissions. Detection and interpretation of the resonance signatures is a valuable diagnostic tool providing the actual electron density and magnetic field strength at the spacecraft location, which are needed for the accurate processing of the remote sensing information on the plasmagrams. The high volume of the RPI sounding data demanded the development of automated techniques for routine interpretation of the plasmagrams. This discusses a new method for the detection and interpretation of the resonance signatures in the RPI plasmagrams that employs pattern recognition techniques to localize the signatures and identifies them in relation to model based resonances.
Characteristic patterns may be extracted from the Fourier description of the signature and used for recognition. This compares conventional methods used for speaker recognition, namely, systems based on Mel-frequency cepstral coefficients (MFCC) and either Gaussian mixture models (GMM) or hidden Markov models (HMM), with Bayesian subspace method based on the short term Fourier transform (STFT) of the vehicles’ acoustic signature [16]. 
In [17], a decision tree classifier (DTC) is used to learn intrusion signatures and to classify the activities in a computer and network system into various states, and then we aggregate them for further analysis. The input audit data, which comes from computer system is complex and huge, and requires accurate and feasible decision tree classifier. The classifier may provide other useful information, such as, an intrusion warning (IW) value, in the range between 0-1, 0 for normal, 1 for attack. Our decision tree classifier is based on the incremental tree induction (ITI) algorithm, modified to meet the requirements of intrusion detection. 
We have designed the DTC such that it can support two types of applications, namely, “single event” and “moving window”. Two layered DTCs with state-ID classifier using the classified state information from lower level are built and tested, which show much better performance than the above designs. A set of data based on audit event types is produced from Massachusetts Institute of Technology (MIT) Lincoln Laboratory and our simulated attack scenario, and used in the training and testing of the above mentioned designs. The testing results of various designs are then compared and analyzed. The results indicate that DTC gives promising performance in detecting intrusion in computer and network system.
The method has a parallel nature and can be employed on parallel machines. It breaks the macro chains into several micro chains after applying shifting, smoothing and differentiating. The micro chains are then approximated by straight line segments. Length and position distributions of the extracted line segments are used to make a compact feature vector for Iranian cursive signature. The feature vector is invariant under affine transforms and can be used effectively in paperless office projects. Experimental results show fast response and accurate recognition/retrieval rate[18].
In [19], the recognition process consists on the computation of 48 features for each image of the calibration set. Second, a feature extraction process, based in canonical variables analysis, is carried out in order to reduce the number of variables to be used. Finally, the classification process is performed by using different statistical methods: PCR, PLS, LDA, SIMCA, DASCO, and others. Results obtained show that incorrect signature detection errors are less than 3 % in all the techniques considered. However, by using LDA (linear discriminant analysis) the total error is less than 0.2 %. Moreover, the use of LDA is suggested due to the speed of the algorithm. These results prove the utility of this technique for signature automatic recognition.

The approach uses an information theoretic criterion for searching over subspaces of the past observations, combined with a nonparametric density characterizing its relation to one-step-ahead prediction and uncertainty. This methodology used  to model handwriting stroke data, specifically signatures, as a dynamical system and show that it is possible to learn a model capturing their dynamics for use either in synthesizing realistic signatures and in discriminating between signatures and forgeries even though no forgeries have been used in constructing the model [20]. 
In [21], the system correctly decides on the majority of tested patterns, which include both simple and skilled forgeries. The presence of possible doubtful signatures (those ones on which is difficult to decide) is also considered. Experimental results have shown a good trade-off between response time and reasonable accuracy of recognition results.
1.7 Statement of problems

Taking into account the characteristic of NN such as parallel processing description of non linear functions learning properties, in detail this thesis the solving of signature recognition problem using NN is considered. It includes the following steps:
1. Analysis of signature recognition problem and defining main steps for signature recognition.

2. Defining structure of NN for signature recognition and choosing learning algorithms of NN.

3. Describing learning algorithms of NN.

4. Defining steps and structure of signature recognition system.

5. Computer modeling of signature recognition system.

1.8 Summary
In this chapter Pattern Recognition problems are described. Pattern recognition by human and pattern recognition in machine, methodologies used in Pattern Recognition are given.  The methodologies for recognition of patterns are Linear Discriminant, Flexible Discriminants, and Non- parametric Methods, and Tree-structured Classifiers are given. Also the states of application problems of neural network in signature recognition are presented.
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